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�Introduction

The 15th IFIP World Computer Congress was organised by the Austrian and Hungarian Computer Societies at the end of August 1998 in Vienna and Budapest. The Congress was entitled The Global Information Society on the way to the next millenium and consisted of seven conferences.

In particular, the ICCHP '98 - 6th International Conference on Computers Helping People with Special Needs, was concerned with all aspects of the use of computers by people with disabilities. That includes both the adaptation of the human-computer interface to enable the person to access the computer for everyday use and the development of computer-based aids to reduce the handicapping effect of the disability.

The Kepler University and EC-JRC-ISIS co-ordinators presented the VOICE Project and the invited speaker presented the new development of voice to text recognition and other projects related to the field.

The demonstrator was presented and discussed. It was used for live subtitling of the speech of the Kepler University and EC-JRC-ISIS co-ordinators.

The organisation of the workshop was ensured primarily by Kepler University, with the collaboration of IHSB. EC-JRC-ISIS and SoftSol ensured the good transfer of the demonstrator from Ispra to Linz. Particular attention had to be paid to the hardware and software installations for the use of the demonstrator (PC, projection screens, video-cameras, magnetic field amplification), as well as in training the speakers and the interpreters in the use of the demonstrator.

ICCHP-98 special topics: theory and practice in assistive technology; communication without barriers; multi-modal interaction; mobility and human environment; special education; work; elderly people.

The idea of using speech recognition for the hearing impaired and the deaf for these topics at ICCHP was presented and discussed at three levels:

Papers: needs of the user group, social aspects; technical aspects and the state of the art; possible areas of application; research areas; (estimated attendance: 100 to 150 participants);

Poster: examples of good practice; prototype and ideas of the usage of the technology; the VOICE Project; the co-operation with TV stations;

Workshop: state of the art of speech recognition; discussion of the user needs; promoting research and development; (attendance: 65 (!) participants).

Additionally, the first meeting of the Special Interest User Group was held after the VOICE workshop.



This deliverable is composed of the following papers:

Three scientific papers submitted to ICCHP ’98:

The VOICE project (PART 1) (accepted and presented)

Hardware configuration and software developments (accepted and presented)

The communication needs of the deaf (not accepted; fed into papers 1 and 2)

Concept and protocol of the VOICE workshop

Protocol of the User Group Meeting

VOCIE Poster
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THE VOICE PROJECT (Part 1)

(Giuliano Pirelli, European Commission Joint Research Centre)

Abstract

The difficulties of the deaf go beyond the loss of hearing itself and underline a more general problem of lack of communication. The paper presents an overview of the VOICE Project, a European Commission’s Telematics Programme Accompanying Measure. The Project is chaired by the Institute for Systems, Informatics and Safety of the Joint Research Centre, in collaboration with Kepler University of Linz, Software Solutions and FBL software houses near Milan, ALFA and CECOEV Associations of the deaf of Milan, the Institut for the deaf of Linz. The project proposes the promotion of automatic recognition of speech in conversation, conferences, television broadcasts and telephone calls, with their translation into PC screen messages. It also proposes to stimulate and increase the use of new, widely diffused technologies, namely the Internet, with the objective of uniting, by means of an Internet VOICE Forum, Associations, companies, universities, schools, public administrations and anyone else, who may be interested in voice recognition and could benefit from such research.



The Joint Research Centre of the European Commission



The Joint Research Centre is the European Commission's own research centre. It was created to share, on European level, the large investments needed to carry out research on nuclear energy. Over time its tasks have developed into other areas in which a common approach on European level is necessary. JRC provides neutral and independent advice in support of the formulation and implementation of the European Union’s policies. In addition, it offers unique training services to individuals and companies and organises workshops for scientific and technical workers in advanced sectors of science.



The activity areas of the Institute for Systems, Informatics and Safety (ISIS) and of its Unit for Software Technologies and Automation (STA) include the innovative application of information and communication technology, dependable software, animation in medical imaging, network multimedia techniques in training and education.



JRC-ISIS’s Exploratory Research Programme



JRC-ISIS's role in 1996 in the previous themes was oriented towards the provision of scientific and technical support to the EU services and initiatives. Moreover, a levy of 6% of the institutional budget was used to finance exploratory research. In 1996 the scientific staff of ISIS made a total of 65 proposals. The ISIS Scientific Committee judged the proposals on originality, appropriateness, soundness and cost and produced a shortlist of 16 proposals, 12 of which were then funded. In particular, two projects are carried out by the STA Unit concerning the interface between Life Science and information technology to provide help for the disabled and the elderly:

Information technology aids for people with special needs - Voice to text conversion for the deaf

Brain-actuated control - using EEG pattern recognition to help the disabled.



I had the honour of relating to the ICCHP-96 Conference on the starting of these Projects. Since then, they achieved encouraging results and are providing a better definition of the requirements of people with special needs and a more collaborative work between technicians and non technicians, in these inter�disciplinary activities.



The VOICE Project’s first steps



JRC-ISIS has undertaken, as from the beginning of 1996, a number of the tasks described later on in more details and related to integrating voice to text recognition into local conversation and telephone conversation for the hearing impaired. The objective was the development of a demonstrator necessary in generating awareness and stimulating discussion regarding the possible applications of voice to text recognition. Technical objective of this research was the set up of a cluster of laboratory prototype applications related to voice to text recognition, intended for any user and particularly for the deaf. This VOICE Laboratory included the necessary software, hardware and network capabilities. 



Contacts with producers of voice to text recognition systems, research centres, tele�communications firms and television broadcasters, created a coherent overview of the state of art in voice to text recognition, voice analysis and text to speech systems. Regular contacts with the Associations of the hearing impaired gave the opportunity of analysing the special needs, resulting from difficulties in hearing and in speech. Applications of information technology have been considered, in relation to a general problem of lack of communication, in many aspects of the life of the deaf (and in a different way for the blind) and of the elderly. 



With the aim of facilitating the contacts and establishing a common goal, JRC-ISIS gave some Associations the opportunity of creating a VOICE Forum on the Internet, by allocating space for them on a Web server and providing technical assistance. Since then, the Associations have shown great interest in participating to the Project and they feel reassured by JRC-ISIS' mission, as an impartial European R&D centre, with expertise in innovative applications of information technology. The VOICE Forum begins to be a known Internet site and several Associations are adding information to it or communicate their interest in testing the demonstrator and participating to the foreseen meetings and workshops.



Additional software is being created and integrated into the system to turn commercial speech recognition packages into user-friendly programs modelled on the requirements of the users. The technical part of the Project is developed in collaboration with FBL software house, which is experienced in applications of voice to text recognition systems to the disabled. The final operational capabilities of the demonstrator is to achieve a necessary standard of functionality (in order to prove the validity of such applications to companies and manufacturers) in subtitling school lessons, conferences, television transmissions, telephone calls.



Applications of voice to text recognition for the deaf



Although voice to text recognition packages are marketed primarily as a means of allowing people in businesses to create documents without using the keyboard, it is an application that holds great advantages for the hearing impaired, blind and physically handicapped, as well as people without special needs.



State of the art



A great deal of money and man-hours have been invested in developing voice to text products in the last ten years, but the progress only in the last three years has been very noticeable. This is in part due to the wider diffusion of PC's with greater processing power. Voice recognition systems are reaching a very good level of development and begin to be widely available for PCs. They are used by lawyers for preparing drafts that will be read and checked for errors and by radiologists, who do not have their hands free and make use of a very specific dictionary. The software that until now could only recognise words separated by short pauses (disjointed speaking), is being replaced by new releases, which present very significant improvements and recognise continuous dictated text (continuous speaking). 



Our interests are concentrated on systems that run on PC's since they are more affordable and appropriate to the final user. In this sector, IBM and Dragon Systems offer systems working in several European languages. Finding solutions and ways of adapting such software for the use of a disabled person is in fact encouraged by this increase in market, affordability and user-friendliness.



A widely used application is the subtitling of television transmissions, very powerful help for deaf people, particularly for the language learning and training for deaf children. The importance of the educational aspect lies in the fact that subtitles are for a deaf child one of the most powerful learning tools of any language, just as a hearing child would learn from things it heard. Similarly it gives hearing impaired adults the opportunity to enrich their vocabulary. Since subtitling of television transmissions is the result of a manual preparation of files to be transmitted in Teletext format, most of the subtitled transmissions are films. Subtitling of live programs and of the news is rarely performed.



Subtitling of conferences, even those addressed to the deaf, is usually not available. Sign language interpreters provide a significant help for the deaf who knows sign language, but other participants or partially hearing impaired, elderly and foreigners are unable to understand sign language. Moreover this activity is lost after the conference, being of no use for producing proceedings or abstracts. 



In telephone communication, Text-telephones have already proved themselves vital from a deaf person's point of view. These systems do, however, present one major problem, that is, all people wishing to contact a deaf person on such a machine must possess one themselves. This makes such a means of communication awkward and expensive, both for the deaf and for those they wish to call.



User needs



The difficulties of the deaf are beyond the loss of hearing itself, and underline a more general problem of lack of communication. Help in reducing the gap between the deaf and the hearing world should be enforced. Automatic recognition of speech in conversation, conferences and telephone calls, with their translation into PC screen messages, could be a powerful help. Please refer to an other paper (The VOICE Project - Part 3 - The communication needs of the deaf), presented by Alessandro Mezzanotte, President of CECOEV, to the VOICE Workshop.



Hearing impairment is a particularly important disability to be taken into consideration since it affects people of all ages and is something that often becomes worse with age. It is also important since one of the main forms of modern communication, the telephone, is as yet of no or of very little use to this community for oral communication (while it is useful for the transmission of faxes). Other modern means of communication, although not completely useless, generate frustration by providing only part of the information in a form accessible to them. An example of this is the television which, when not subtitled, supplies very limited information. 



In some European countries, it is usual to think that hearing impaired people would had difficulties trying to learn to lip-read and speak and should therefore make use of sign language and attend special schools. In others there is another approach to the problem. In Italy the law encourages the integration of deaf children in the normal schools, with a remedial teacher, without the use of sign language. Some Associations, like ALFA in Milan, are getting very good results from helping the children following this approach, and do so with children joining primary school right through to those finishing the University and finding job afterwards. Despite the fact that good results are achievable, they demand an enormous effort, which could be greatly reduced through the use of new technologies.



Market situation and prospects



It is worth remembering that the market of the hearing impaired consists of between 1% and 5% of the population (according to the degree of the hearing loss), which represents millions of people in Europe. This field can be enlarged to take into account also those loosing their hearing, having hearing problems, who can hear but are vocally impaired and even normal hearing people who cannot hear due to the noise in their environment. Moreover, a lack of communication similar to that experienced by the deaf also affects the disadvantaged, the people living in foreign environments and the elderly. When united this group consists of more than 30% of the total population.



The new products seem well suited for the needs of the deaf. The modification necessary for some test are of limited extent and could have been foreseen and developed by the producers of voice to text recognition systems, if only they could have the time and the willingness of concentrating on this aspect. But the rapid grow in the voice recognition systems has as a consequence the fact that the experts in this field are very few and they work on the development of other aspects of more immediate use.



Nevertheless this could be an opportunity of a great interest for the producers of speech recognition systems, since the deaf could accept the present limited accuracy of recognition, as a complement to his lip-reading skill. Even the more limited accuracy of recognition over the telephone line, is an interesting starting point for the deaf. The Associations of the deaf are considered both as the most interested and critical user group for all the possible applications in this area, and thus the most motivated for testing a system which will be improved for all users, also in related fields, such as video-telephones or on-line television subtitling in several languages.



The proposed alterations or additions to existing software could be easily added to future releases by the software producers interested in enlarging their targeted market. This will improve the quality of life of persons who at present have difficult access to information and communication. The proposed demonstrator will enhance a better use of standard products and the definition of new services. The market is ready to accept and spread them, as soon as their quality will be improved and considered good by the users.



European Dimension



Hardware, software and services producers of voice to text systems hesitate to invest more, since the user needs are not translated into technical specifications and are sometimes not even known. On the other hand, the Associations of the disabled have a limited overview of possible technical new solutions and rarely have the opportunity to participate in the feasibility studies of new projects. Those who have to take decisions in associations, institutions, political bodies, information technology factories, tele�communications services need for a valid reference point. All the concerned parties look for Positive Actions, which might be of specific use to them and an important reference for others.



What lacks is essentially a better definition, from a technical point of view, of the needs of the disabled to enhance collaborative work between technicians and non-technicians. The VOICE Forum could play an important role in this field and the European dimension of such a broader co-operation is of great importance, allowing a scale factor for the study and the development of technical aids and ensuring a large impact of the results. This will improve the mobility and the accessibility to information, offering an additional means to participate fully in the information society and improving the quality of life.



There are technical solutions, at a pre-competitive stage, to help the deaf and an effort is required to promote them at EU level, so as to benefit of a large scale factor. Also the care of multilingual aspects should be considered at a European level, since most of the concerned Associations are only at a national level: JRC-ISIS will provide know-how independent of the language. The expertise of the Partners, the previous analysis of the user needs, the availability of laboratories (hardware/ software) as well as of demonstrations, the experience in organising meetings and workshops, will help in expanding the present VOICE Forum at EU level and to use it as an Internet server for the deaf.



The VOICE Project - a Telematics Applications’ Accompanying Measure 



We felt that all the activities started at JRC-ISIS with the collaboration of its Italian Partners, could get a particularly important push if the tests and the dissemination of the results could be organised in several countries. So we enlarged our group, proposing at first to the Institute for Computer Science of the Johannes Kepler University of Linz and to the Institut für Hör- und Sehbildung (IHSB) of Linz to join us.



We created a Consortium of partners with whom we could collaborate on the Project. In order to bring the activities to an broader European level, we prepared a proposal for an Accompanying Measure, which we submitted to the Telematics Applications Programme Call in April 1997. The proposal: VOICE - Giving a VOICE to the deaf, by developing awareness of VOICE to text recognition capabilities, has been selected and we are at present (April 1998) in the last negotiation phases for starting the Project. 



The Consortium proposes to continue and enlarge the activities in this field, and to develop awareness of the capabilities of voice to text recognition systems. The Consortium will play a technical and social role in collecting information and presenting it in a coherent way to the producers of voice to text recognition systems and researchers. The aim is that of disseminating information on how the producers may help the users with disabilities by limited improvement of their standard products and on how the users with special needs may collect useful information and translate it into technical specifications.



JRC-ISIS is acting as scientific and technical co-ordinator of the Project and is developing several specific aspects of the research. FBL software house, which is experienced in applications of speech recognition to the disabled, is developing additional software and integrating it into the demonstrator to turn commercial speech recognition packages into user-friendly programs modelled on the requirements of the users. Each step of the activity is discussed and checked with ALFA and CECOEV Associations of the deaf in Milan. Kepler University examines the Italian results, verifying their validity in Austria and helping IHSB in the Austrian validation phase.



Objectives and strategic approach



Main objectives of the VOICE Project are: to investigate into voice to text recognition for automatic subtitling of conferences, school lessons, television transmissions and telephone conversations; to spread the use of general purpose voice to text recognition systems and to improve the prototypes developed until now; to demonstrate the prototypes to relevant organisations and in international conferences; to use a VOICE Forum on the Internet as a Project tool for collecting and spreading information on technical aids for the deaf.



The VOICE Project proposes not only the promotion of new technologies in the field of voice to text recognition, but also to stimulate and increase the use of new, widely diffused technologies, namely the Internet. The objective of the project is that of uniting, by means of an Internet VOICE Forum, Associations, companies, universities, schools, public administrations and anyone else, who is interested in voice recognition and could benefit from such research. The Forum will become an intermediary between the different concerned groups and will help in collecting information on the user needs and on the validation of the prototype demonstrator. It will enhance collaborative work between technicians and non-technicians and will help in disseminating the results.



At present JRC hosts and maintains the sites of AFA, ALFA, CECOEV and ENS Associations of the deaf, with information including: Statutes, contact numbers and addresses, meetings, electronic copies of a selection of their newspaper, a research carried out into the hours and accuracy of the television broadcasters, a list of their archive of subtitled videocassettes. The current site provides a very strong foundation on which the creating awareness side of the VOICE Project can be built. This is an important part of the Project itself, since it demonstrates, to all those involved, the effectiveness of this means of communication for the deaf community.



All the phases of the Project will be developed with continuous and tight participation of the users. Several European conferences and workshops will be organised in view of helping them to discuss their needs with the industry and services providers: ICCHP-98, Vienna and Budapest, August 98; HANDImatica-98, Bologna, November 98; Linz, first semester 99; JRC-Ispra, second semester 99. The demonstrator will be presented and used for generating prototype live subtitling for the deaf participating to the conferences. The meetings will not only concern the technical aspects, but will also try to bring the manufacturers and producers closer to the users’ needs. 



The Partners of the Consortium represent different sectors of experience and of activity (research, universities, private IT companies, Associations of the deaf and of their families, Institute for the deaf) and may ensure the complementary skills in order to cover all the aspects of the VOICE Project. ALFA, CECOEV, IHSB, whose members are more than one thousand, represent three different ways of approaching the problems of deafness, due to different culture and language aspects. JRC-ISIS, as an impartial European R&D centre, is in an ideal position to facilitate the dissemination of information and understanding of user-requirements.



The linguistic aspect of the software packages has been considered choosing software packages already available in several European languages. Since most of the new IT packages are produced in English language, JRC-ISIS is testing them in English and the users are doing so in Italian and German, as to cover different linguistic approaches. The acquired know-how will be made available for applications in the other languages. Some contacts have been already established with the University of York and the NDCS Association in UK, French ANPEDA and Belgian APEDAF and TELECONTAC, which showed interest in following the Project. As complement to the VOICE Forum, a VOICE Special Interest User Group is being created and will hold its first meeting during the ICCHP-98 Conference in Vienna. It will provide the Project with a larger audience and will participate to the peer review of the deliverables for which this is appropriate.



Technical aspects of the demonstrator



One of the objectives is the extension of a cluster of demonstrator applications related to voice to text recognition, some of which have been developed on the basis of a multimedia laboratory prototype. The system could be of use for subtitling conferences, television transmissions and telephone conversations. It involves integrating standard speech recognition software into flexible applications that will help in ensuring low costs and easy use. The technical aspects are described in a second paper (The VOICE Project - Part 2) presented to ICCHP-98. In view of an other objective of the Project, which is the VOICE Forum, the laboratory will also provide a means of generating and managing Web pages on the Internet, as well as e-mail capabilities.



On the basis of the first experiences, a new prototype demonstrator of automatic subtitling of conferences, based on speech recognition, has been developed. It has been presented in the first quarter of 1998 to some schools that had declared their interest to participate to the Project. The presentation of the Project has been followed by a simulation of a school lesson, with topics on literature, history, world explorations, spatial geography, electronics and art, by using the prototype demonstrator for subtitling the speaker’s voice.



The prototype will be tested in real situations of use for subtitling school lessons for the benefit of the deaf students. It will visualise the dialogue pronounced during the foreign language lessons, for the benefit of the hearing students, or the lessons of the host country’s language for the benefit of any user, particularly the immigrated. Some tests have been also foreseen for subtitling university lessons and printing summaries. The use of the VOICE Forum and of the Internet will be encouraged, since this aspect is particularly important for the deaf in order to communicate with his hearing friends for home works and social contacts. 



Final goal, autonomy and quality of life



The impact that such a Project may have is enormous, changing several aspects of every day life for an important portion of the population. At present, the difficulties in communication maintain the deaf community rather isolated from the world of the others. This demands relevant costs for sign language interpreters or not automatic subtitling. Moreover these services are not available in meetings which are considered less interesting for the deaf, thus increasing the communication difficulties of the hearing impaired and their feeling of being obliged to a few specific fields of interest.



A wider diffusion of subtitles will greatly increase the interaction of the deaf with each other as well as with the society in which they live. When more conferences, meetings and discussions slowly become subtitled, there will be an increasing in participation from the hearing impaired community. Once started this improvement of their integration and interaction in the society will have a snow ball effect and it is therefore: this initial push that is so vital.



By an increase in subtitling capabilities, television will become a more useful source of information. The use of subtitles in the telephone calls, which involve everyday communication in society, will greatly increase the interaction of the deaf community. This contribution will increase the effect that their decisions have on the surrounding environment, which will subsequently improve their standard of living. If it will be possible to close a huge gap in the distancing caused by inappropriate means of communication, also the national spending for benefits for the deaf will be reduced. More integration in society and more autonomy in they every day life are the basis for any further improvement. An easier access to schools and universities will allow a more satisfying life and also a better choice of a work corresponding to personal capabilities and, at large, more economic productivity for the society.



The demonstrator will be tested not only on a technical point of view, but also as opportunity for discussing other problems related to the technical ones. The different implications will be discussed with the users, the producers of voice to text systems, television broadcasters, tele�communications firms, etc. in order to see, foresee and understand the problems that will come out in the exploitation of the systems. The Consortium will be in some way at the disposal of the Associations of the deaf, that may contact the developers, as representatives of the needs of a large group of users, and clarify some precise technical points. Thanks to the gained experience, the deaf users should be in a position as to influence, by valid technical results, some aspects of the commercial development of Voice products and to convince the services producers of the opportunity of using the newly available products.



We feel that the proposed way of managing the pauses in speech (as it is explained in the aforementioned second paper) gives a very deep feeling of communication between the speaker and the audience. The speaker may so decide at each moment the rate of speaking in function of the audience, of their familiarity with the dictionary, of their being fluent in reading, etc. This proposal is quite different from many other projects, since we do not propose to develop specific software. We just feel that the commercial products will reach good results in the near future and we try to convince the producers to take into account the needs of the deaf. At the same time we try also to help the deaf to get ready to use the systems and explain their expectations to the services providers.



The technical goal of the Project is to develop a prototype with just the basic functions for holding conferences. The final aim is not that of developing a final commercial tool, but on the contrary that of using a prototype demonstrator of limited life time (possibly less than the two years’ life of the Project) for disseminating awareness so that the producers will include some of the basic functions of the demonstrator into their standard commercial products.

�Hardware configuration and Software Developments

(Angelo Paglino, FBL; Giuliano Pirelli, European Commission Joint Research Centre)

Abstract

automatic recognition of speech in conversation, conferences, television broadcasts and telephone calls, with their translation into PC screen messages, could be a powerful help for the deaf. The paper presents the technical aspects of the VOICE Project, a European Commission’s Telematics Programme Accompanying Measure. The Project is chaired by the Institute for Systems, Informatics and Safety of the Joint Research Centre, in collaboration with Kepler University of Linz, Software Solutions and FBL software houses near Milan, ALFA and CECOEV Associations of the deaf of Milan and the Institute for the deaf of Linz. The hardware interfaces and the software developed by FBL software house, in collaboration with JRC-ISIS laboratory, are presented.

The VOICE Project technical aspects

Automatic recognition of speech in conversation, conferences and telephone calls, in order to translate the voice into PC screen messages, could be a very powerful help for the deaf. One of the objectives of the VOICE Project is the development of a demonstrator necessary in generating awareness and stimulating discussion regarding the possible applications of voice to text recognition. The Project proposes not only the promotion of new technologies in the field of voice to text recognition, but also to stimulate and increase the use of new, widely diffused technologies (such as the Internet) with a particular emphasis on the problems that may be encountered by the deaf.



The VOICE Project is chaired by the Institute for Systems, Informatics and Safety of the Joint Research Centre, in collaboration with the Institute for Computer Science of the Johannes Kepler University of Linz, SoftSol and FBL software houses near Milan, Associazione Lombarda Famiglie Audiolesi (ALFA) and Centro Comunicare è Vivere (CECOEV) both of Milan, the Institut für Hör- und Sehbildung of Linz (IHSB).



For a general overview of the Project, please refer to a previous paper (The VOICE Project - Part 1) presented to ICCHP-98 Conference by Giuliano Pirelli, the co-ordinator of the Project. For the user needs analysis and validation of the demonstrator, please refer to an other paper (The VOICE Project - Part 3 - The communication needs of the deaf), presented by Alessandro Mezzanotte, President of CECOEV, to the VOICE Workshop and the VOICE Special Interest User Group Meeting, which will be held during ICCHP-98. The present paper presents the technical aspects (hardware configuration and software developments) of the VOICE Project.



SoftSol and FBL Software houses

Software Solutions (SoftSol) is a team of professionals with great experience in networking technologies. The Company has also co-ordinated the development, with Master Soft and FBL, of an application for the blind, to enable the interrogation of various telephone directories with vocal orders. The program makes possible the PBX management by blind person using the Dragon Dictate engine for the vocal input, integrated by FBL, whereas Master Soft developed the speech synthesis for the output. SoftSol is in charge of the financial co-ordination of the VOICE Project.



FBL is a qualified distributor of the IBM VoiceType software package and has a long experience as system integrator of Dragon Dictate. With the collaboration of Aries it has gained significant experience in the domain of voice controlled applications for personal computers. In 1992 Aries introduced the first version of Dragon System’s dictation software in Italy. This was followed by FBL installing the program on machines for motor deficient users. The company has since then been responsible for hundreds of installations of this type, using the more recent version of Dragon Dictate for Windows. FBL has collaborated with ALFA and ASPHI in giving presentations on the potential of voice to text recognition at several conferences and meetings. FBL collaborates with JRC-ISIS Voice Laboratory for the technical developments of the VOICE Project.



Design for all



The VOICE Project, according to JRC-ISIS background, TIDE policy and FBL methodology, is developing prototype applications of information technology for people with special needs, using as far as possible hardware and software commonly available on the market. This allows reducing development and maintenance costs, improving the quality of products for the normal market for any user, and eliminating new barriers, which often are created by new information technology tools. Also in the case of the VOICE Project, the design for all products that JRC-ISIS has developed or of which has asked the development to FBL, should have two mains characteristics: ease of use and low price. Experiences show that this goal is possible also with the speech recognition technology, even if at the very beginning this could have seemed too ambitious or just an impossible dream.



The current voice to text recognition packages, produced by companies such as IBM and Dragon Systems, are of very high quality. Their achievements are the result of a huge investment of time, manpower and money. Our goals are to integrate their products into systems for the deaf and to create awareness amongst the manufacturers, the hearing impaired community and service providers. This is being done through the creation of demonstrators and prototype systems, introducing the hearing impaired to the available technologies, showing them the possible applications (so that technical specifications can be laid out) and allowing them to approach companies and government entities themselves.



Market Background



The first experience made in Italy using voice to text recognition systems running on standard PC is dated 1992: Dragon Dictate package (Dragon Systems inc., Newton, MA, USA) was running under DOS on a PC with a i80486 processor and an audio card developed by Dragon. The speed was about 20 to 30 words per minute and the price still too high. At the same time IBM developed a speech recognition system on Risk platform. In 1994 two new packages were announced using the Windows operating system platform: Dragon Dictate for Windows and IBM Voice Type. They had the same basic characteristics: disjointed speech, 60 to 70 words per minute, processor i80486, 16 Mb Ram, dedicated or large market audio card, price lower than 1,000 ECU.



At the beginning of 1997, at the time of the preparation of the proposal of the VOICE Project for the Telematics Applications Call, there were just a few products for general use, with some limits in their functionality. The most common products that operated on 486 or Pentium PC's and also offered packages in various languages, were those produced by IBM and Dragon Systems. They were available in various languages, which included English, French, Spanish, German and Italian. No other packages had been released with the same characteristics. The linguistic aspect of the software packages is one that had to be considered due to the European dimension of the project. 



Dragon Dictate allowed a user to dictate up to 60 words per minute for people who had trained the system for a few hours. It also let the user guide the mouse pointer across the screen, by means of vocal commands. This system could alter the last recognised word if it felt that it had not been recognised correctly. IBM VoiceType Dictation allowed a user to dictate up to 60 word per minute and worked in groups of three words at a time, which were displayed as highlighted text prior to their confirmation. A dictionary and a series of probabilities (that one word should be followed by an other) were used in checking that recognised words had been correctly understood. One of the difficulties encountered in the use of these systems related to the yet insufficient quality of the recognition. This was in part due to the necessity for the speaker to insert short pauses in between two words (disjointed speech) and also to having to tell the system of punctuation marks.



In July 1997 IBM released in Italy the package Med-Speak for continuous speech recognition. At that time it only contained a dictionary for radiologists. Dragon Systems was also releasing the package Naturally Speaking for continuous speech recognition. The main characteristics of both systems are continuous speech, dictation speed greater than 100 words per minute, high precision (greater than 95%), large dictionaries. The speech recognition engines of both these packages no longer depend on there being pauses between words. This will have a great impact on the quality of voice recognition during conferences and more particularly across telephone lines, since the problems caused by the background noise of the signal during pauses will no longer be present.



The VOICE Laboratory



As from the beginning of 1996, a multimedia VOICE Laboratory prototype was installed at JRC-ISIS and FBL started working on the Exploratory Research VOICE Project of JRC-ISIS. The two main applications on which the research was based were the integration of voice to text recognition software into a subtitling system for meetings, conferences, lectures and television, and a system whereby voice to text recognition of conversations across telephone lines could allow a deaf person to be contacted by someone from an ordinary telephone. The functions of the prototype demonstrator are described hereafter.



In the second half of 1996, a prototype demonstrator was developed with just the basic necessary functions required and was presented to the users, stimulating their interest and providing a more precise feed back on their needs. The prototype made use of IBM VoiceType packages in Italian and English languages, with a piece of software developed by FBL for a more user-friendly presentation on the screen. Both IBM VoiceType 3.0 and Dragon Dictate were installed and tested and VoiceType was selected due to its user-friendliness and accuracy both before and after training. The importance of having high degrees of accuracy in both these situations lies in the fact that, whilst you need accurate recognition from a system to be used by a specific speaker in subtitling, you also need a software package that can recognise almost anyone's voice on the telephone.



In July 1997 we performed some tests with the new beta release of continuous speech recognition for the radiologists and in December 1997 we started the tests on the new releases of both IBM and Dragon continuous speech recognition. We improved the prototype demonstrators for the different applications foreseen in the VOICE Project. The introduction of continuous dictation greatly increased the effectiveness and potentials of voice to text recognition, so that in the first quarter of 1998 we could hold several presentations of the prototype demonstrator to Associations of the hearing impaired and schools. The suggestions received by them are helping us to bring the system nearer to the user requirements.



Other than the specific equipment related to voice to text recognition, the VOICE Laboratory hosts the VOICE Project’s Web site, which is accessible at all times across the Internet. The aim of this VOICE Forum is that of overcoming the communication problems of the deaf, demonstrating the usefulness of the Internet as a very appropriate means of contacting others and gathering information. A VOICE Discussion Forum and a VOICE Chat Line will also be provided, as a means of collecting and spreading information on the on going activities of the Project and more generally on voice to text recognition developments, facilities in tele-education programmes and technical aids for the deaf.



Subtitling conversations, school lessons and conferences



The text, generated by voice to text recognition commercial packages, may be of help for a deaf person during a normal conversation. But it is displayed in complicated windows and organised more in the style of a word processor rather than that of a subtitling programme. Following comments and suggestions from JRC-ISIS and users, FBL developed a piece of software that makes this more basic use of voice to text recognition user-friendlier. This software puts the generated text on a screen in various dimensions and colours, which can be set by the user, and only displays the part of the output from the recognition system which is of interest. This function of the demonstrator turns a voice to text recognition package into a subtitling system, i.e. with a certain number of lines, with a certain length and in a certain style.



A first version of this program had been created in the second semester of 1996 and demonstrated to the users in the first semester of 1997. At that time the system was based around the idea that it was still necessary that a dictator interpreter would dictate the text. This was foreseen with the aim of starting the activities as soon as possible, by using a prototype for gaining experience and developing awareness of the users, without waiting for new improved releases of the commercial packages. We used the voice to text package IBM VoiceType 3.0 that also possessed a function, called VoiceType Direct, allowing the user to select a text window into which he/she wished to dictate. This allowed to overcome some obstacles in integrating the programs.



The operating schema at that time was the following. The speaker, or in some cases a dictator interpreter, spoke into the microphone headset attached to the PC. The voice to text recognition package converted the spoken message into text. This text was displayed on the screen of the PC and also converted into convenient lines of subtitles that were passed via a network to a second PC. Here the subtitles-files were loaded at intervals and displayed on a black screen. The signal from this second PC to its monitor was passed through a piece of video overlaying hardware. This superimposed all the information (i.e. the subtitles) onto a video source (in most cases the image of the speaker taken by a video camera), converting the black subtitle background into transparent. The final result was therefore a composite video signal of the subtitled video source that could be viewed on a television set or recorded on a video-recorder.



This prototype demonstrator has been working at JRC-ISIS since February 1997 and has been installed in April 1997 at ALFA in Milan, for testing and use at the Association’s meetings. After discussions with the users, tests and validation of the prototype, several improvements have been developed. The acquired experience helped us in further tests on the new releases of IBM and Dragon packages recognising continuous speech. This VOICE Laboratory is being enlarged with new releases of the voice to text packages as well as the development of new pieces of software, new PC interfaces and video signal mixing systems. 



As since December 1997 (when submitting the first draft of the present paper), the working station configuration of the prototype demonstrator is based on a PC Pentium 200 MMX, with 64 MB Ram, Cd-Rom drive, audio card Creative SoundBlaster AWE 64, monitor 17". The software is Windows 95 operating system, Dragon Naturally Speaking or IBM Via Voice and additional software developed by FBL. In order to take the input of a video camera and send the final output to a video-recorder, a video card Matrox 4 MB with Rainbow Runner has also to be installed. The Matrox card gives the possibility of taking the input of a video-camera, while the processor Rainbow Runner, used in addition to the Matrox card, helps the CPU in managing better the screen.



The PC inputs are images and sounds. The images taken by the video camera are displayed on the screen, using the video card internal processor. The sound, i.e. the voice of the speaker, is acquired by the sound card and then analysed by the voice to text recognition package. The output is sent to the developed application program, which provides to manage the number of rows: either fixed upon specific requirements, or defined in automatic mode, controlled by the speaker’s pauses. The text is displayed in a textbox, on a coloured background, at the bottom of the screen and is organised so that words are never divided between two lines. The user has the options of altering the font and size of the recognised text, the number of characters of text on each line and the number of lines of subtitles, as well as the colour of the background immediately around the subtitles. The generated text can also be saved and filed for future reference or use, as printing reports of conferences and minutes of meetings. This aspect, developed for the needs of the deaf, is of particular interest also for the hearing persons.



The complete demonstrator set uses a video camera and a wall projector, which are useful for conferences or television broadcasts. In the classroom or at home the system may be used without this additional equipment and the Matrox and Rainbow Ranner cards may be not installed. We have also performed tests on the use of a portable PC, which gives good performances, provided that a Creative SoundBlaster card is installed. We have used wireless microphones too, taking some additional care in setting the signal’s input level. 



Voice and pauses handling



The vocabularies included in the voice recognition commercial packages are of a general-purpose type, but easy to personalise. The voice packages are partially voice independent, but, in order to perform higher accuracy, it is necessary for the speaker to train the voice package (this operation requires an hour and is made once). Then it is important to check the dictionary with the text that will be dictated more frequently. The voice package detects the words not included in the dictionary and asks the speaker to type and dictate them, for adding them into the dictionary. As an alternative, the system may process the text (if already available on a file) in batch mode, discover all the new words and ask the user to dictate them, for adding them into the dictionary. Then the user has to train himself to manage the product, in order to balance the pauses as to handle short sentences and avoid breaking in the speech where not necessary, so as to get the best results.



We have often discussed with the users a particularly important aspect. Since lip-reading lets some uncertainty in interpreting the words, and also the speech recognition system may produce subtitling lines with some errors, the combination of both could help the users to get as near as possible to the originally spoken text. When our speech is addressed to an audience with a large number of deaf participants, or when they are just a few but we consider as a priority that they should get the best comprehension of what is being said, we use the prototype just as any other working tool.



So, we do not mind of a nice presentation effect, but we pronounce short phrases (for instance 3 to 6 words) that the participants may lip-read on the image of our face taken by a video camera and projected on the wall screen. Then we make a short pause (greater than 250 msec). The developed application program recognises this pause as a command of completing the recognition process of what has been said (this will take approximately an other 250 msec) and shows the generated text as subtitling lines on the wall screen. After having read the lines, we may, if necessary, repeat just one or two words that have not been recognised correctly. Otherwise we may continue the speech or add some details, if we consider it useful to repeat a word or use a synonym. We may do so, either because some words have not been recognised by the system, or because the audience seems not familiar with some particular words. If necessary, we may also type some words on the keyboard.



Subtitling television transmissions



This part of the demonstrator's development would allow to subtitle a video source using voice to text recognition. It concentrates on testing various ways for displaying the subtitles and video signals. We developed a prototype and since March 1997 we could input a signal from a video-recorder (or television aerial) into the PC, visualise the image on the screen and create subtitles using voice recognition software. The accuracy of the recognition directly from the signal was insufficient, but could be improved through the use of a dictating interpreter. Some further tests are foreseen and we are trying to get experience also by the use of a digital voice recorder as input to the recognition software. 



Since subtitling of television transmissions is the result of a manual preparation of files to be transmitted in Teletext format, most of the subtitled transmissions are films. Subtitling of the news and of live programs, even those addressed to the deaf, is rarely performed. Voice to text recognition package could help in subtitling the films, speeding up the subtitling operations and probably reducing costs. This might allow to have more subtitled films transmitted by television broadcasters. Nevertheless this will not change dramatically the frustrating isolation felt by the deaf community, who is looking for subtitling of live programs and of the news. For this more important aspect, the broadcasting companies might use voice recognition systems and produce good results. But the broadcasters should accept the risk of limited accuracy of recognition of the speakers’ voice or should bear the cost of training the speakers to the use of the new systems and to build and update personalised new dictionaries.



An other approach could be considered too. Instead of using the Teletext technology for broadcasting the generated subtitling lines, for specific transmissions the subtitling lines may be made available through the Internet. Subtitles lines across the Internet will still have a high refresh rate and the Web pages will only contain a few images. Uses for such a program could also be foreseen for the subtitling of radio broadcasts. The subtitles do not necessarily have to be created by broadcasting companies themselves. Independent members of the public, with the correct equipment and programs, could listen to the radio or television, summarise what is being said into a microphone and the subtitles will be broadcast world-wide over the Internet.



On the telephone line



This function of the demonstrator involves tests on a laboratory prototype of a computer-driven telephone, converting voice to text, where a person can speak down the phone line, the message will be passed into a PC at the deaf person's end and the words will be visualised on the deaf person's screen. In this situation only the deaf person would need the appropriate equipment, while the other speaker may use any ordinary phone.



As for the subtitling application, the configuration for the telephone application is based on a PC Pentium 200 MMX, with 64 Mb Ram, Cd-Rom drive, audio card Creative Sound Blaster AWE 64, monitor 17". The video camera and the Matrox card are not necessary in this case, while a telephone line and a telephone set should of course be available. A filter has to be foreseen for decreasing the noise in the line and providing a better input signal. The software is Windows 95 operating system, Dragon Naturally Speaking or IBM Via Voice (which are used for voice recognition), Dragon Dictate for Windows V. 3.0 (which is used for managing the PC menus) and additional software developed by FBL.



The application will also include a text to speech system developed by MasterSoft to allow the deaf person to reply (should he/she have difficulties in speaking), which may also be useful in providing the person at the dictating end with feedback on whether what was said has been recognised correctly. It is worth noticing that when a hearing person is speaking at one end of a telephone line, and the text is showed at the deaf person's PC screen at the other end, the first user is blind with regards to the screen. Feedback of the recognised text is needed, just as a blind person needs text to speech synthesis to read a document from a PC. Taking into consideration this aspect, working for the deaf will also be beneficial to the blind.



The development of the prototype will, as first steps, improve the filters on the telephone line, make an application program to manage the conversation between the workstation and people calling it and write the message on the screen. Experiments will also be carried out to see whether reducing the number of words in the software’s vocabulary will improve the recognition accuracy.



The technology behind recent releases of voice to text recognition software will reduce the problems caused by the background noise present on telephone signals. The recognition engines of previous releases worked on dictated words being disjointed. Noise levels of signals taken from a phone line were so high during these necessary pauses between words that the quality of recognition was very poor. The latest releases from both the IBM and Dragon Systems use continuous dictation and no longer rely on periods of silence to separate words. Tests carried out recently (October 1997) using a beta release of the IBM Med-Speak software for radiologists have given encouraging results. Due to the limitations of bandwidth, as well as the noise on telephone lines, tests will be carried out on the signals from various lines (ISDN, GSM).



Costs



For the final user the cost of each demonstrator may be considerably lower than expected since some voice to text recognition commercial package is presently being sold at about 100 ECU (10% of the original price). This package contains an active microphone, whose individual cost is more than half that of the complete package.



The approximate cost for the basic structure on which the applications are based (a Pentium PC with a SoundBlaster16 Sound-card, a Cd-Rom drive) is 1500 ECU, or 2500 for users demanding particular applications (video mixing, etc.). This price nevertheless also includes a fully operational PC that can be used in many other useful ways. A great advantage is also the fact that the system is not dependent on any particular company or software release. The equipment at the application sites (FBL laboratory and JRC VOICE Laboratory) is however slightly more expensive. The added costs are due to increased network capabilities and additional pieces of hardware and software to be used for everyday work as well as for comparisons, testing and demonstration purposes.



Results and final goal



Continuing on a well tested procedure, each step of the prototype is developed by FBL with the tight collaboration of JRC-ISIS VOICE Laboratory. It has been presented to the users and discussed and tested with them. Until now, when the opportunity has arisen, the demonstrator has been presented to conferences or general assembly of the Associations of the deaf, for giving awareness on the possibilities of the system. In the first quarter of 1998, the system has been presented to some schools, where it will be tested in real situations of use, with several constraints and specific difficulties. It will be used for subtitling school lessons (for the benefit of the deaf students), as well as for the visualisation of the dialogue pronounced during the foreign language lessons (for the benefit of the hearing students) or of the lessons on the host country’s language (for the benefit of any user, particularly the immigrated). Some tests have been also foreseen for subtitling university lessons and printing summaries. 



In the next months, we will use the prototype demonstrator for subtitling the speech of some speakers in conferences, this being an important opportunity of testing and validating the demonstrator in different operating conditions. During the ICCHP-98 Conference we will present the system to the users in an international environment and test it in English, Italian and German languages, in real operating conditions. The users will be encouraged to give their comments and suggestions in a VOICE Workshop and in the VOICE Special Interest User Group, which will hold its first meeting during ICCHP-98. The suggestions will help in improving the prototype in order to show other functions to the hearing impaired, the producers of speech recognition systems and the services providers.



This development is foreseen with the aim of discussing of new possible functions as soon as possible, gaining experience and developing awareness of the users, without waiting for new improved releases of the commercial packages. But, as it has been stated in a previous paper (The VOICE Project - Part 1) presented to ICCHP-98, the final aim of the prototype demonstrator is not, as in many other projects, to increase its size and its performances. The aim is just … to disappear! We hope that during the two years of the Project’s life, we will be able to help the hearing impaired to convince the producers of speech recognition systems of the interest for them to include some of the proposed basic functions into the new releases of their standard products, for the benefit of any user.

�The communication needs of the deaf

(Alessandro Mezzanotte, Centro Comunicare è Vivere)

Abstract

The difficulties of the deaf go beyond the loss of hearing itself and underline a more general problem of lack of communication. The auditory handicap creates a barrier to the autonomy of the deaf, who has to base most of his communication on visual tools like channels of information. He is looking for help from the informatics to his needs, as using telematics systems for communication (Internet, E-mail, Internet phone software) and more particularly for television subtitling. The paper presents an overview of the VOICE Project of the Institute for Systems, Informatics and Safety of the Joint Research Centre, in collaboration with Kepler University of Linz, Software Solutions and FBL software houses near Milan, ALFA and CECOEV Associations of the deaf of Milan, the Institute of the deaf of Linz. The paper underlines the importance of the collaboration between deaf and hearing people for the telematics projects and how the VOICE Project may help the users. Voice to text recognition systems, developed just as tools of commercial use, may become a socially useful tool, helping in reaching equal opportunities for the deaf, by its application to the television for providing subtitles of the international TV network.

The auditory handicap: a communication barrier to the autonomy of the deaf

It is not a mystery that deafness is a serious handicap. Unfortunately it is what could be classified as an invisible handicap, since a deaf person appears to be normal to others. This can often give rise to complications and awkward situations.

One of the surprising factors of this handicap is just how little people actually know about it. There exists a great ignorance about the problem and its consequences. However, it can be said, that the greatest problem is people’s indifference to deafness.

Many daily examples bear witness to this. First, the countless barriers existing for the deaf and against him and against his own autonomy.

The visual tools like channels of information for the deaf

Communication for a deaf person is above all a matter of vision: to make up his auditory deficit, the deaf has to apply all those tools and aids that allow him to furnish those pieces of information which the hearing normally receive through the auditory channels.

Without going into too much detail, it is worth pointing out those visual supports, which the deaf appeals to in order to obtain the additional information he needs: lip reading and sign language. Lip reading is used above all by the deaf who formerly could hear, it is essential for someone who is completely deaf and cannot wear a hearing aid. Sign language is not used by all deaf people, but is a real language that allows total communication.

Deaf people who know sign language use an interpreter's service in every moment of their life, so as to ensure that communication with a hearing person is conveyed in both directions without mistakes or alterations. Hearing people can also call an interpreter to have correct communication with the deaf.

I say correct communication because an interpreter does not summarise what he/she hears (which is what the deaf received some years ago, when they depended on relations, friends or acquaintances) but translates all words and phrases from one language (Italian for example) into another (sign language) and vice versa.

Interpreters are now called into courts to be used by lawyers, into schools, universities, medical offices, trade union assemblies, training courses, religious ceremonies, television and meetings.

The help of informatics to the needs of the deaf

Apropos of meetings, during my presentation you will see both: on one side a sign language interpreter and on the other side a subtitling prototype based on voice to text recognition commercial products, completed by specific software developed under the VOICE Project. Both are useful services that will be used to help attending this section of the Conference, as well as the Workshop on voice to text recognition and the meeting of the VOICE Special Interest User Group.

Of course, voice to text recognition systems do not replace sign language, the interpreter's service or any other kind of communication. They do however provide those who do not know sign language with a textual version of every word that has been said, and may be of useful support to those who do use sign language.

Instruments that effectively replace sound signals with light signals are also very useful. These provide sound information otherwise precluded. Therefore in homes of the deaf there are flashing lights that signal: phone calls, DTS (deaf phone) calls, fax, door-bells, entry phone calls. There are flashing/vibrating alarms and video-entry phone to allow the deaf to recognise people ringing at the house door.

The telematics systems for communication (Internet, E-mail, Internet phone software)

New systems, such as Internet and E-mail, are slowly propagating and are being used alongside the aforementioned communication instruments. Despite its obvious limits, E-mail can be a great help to those with a handicap because it allows them to reduce their solitude and to converse with other distant people. In the case of deaf people, above all the ones who have difficulty in communicating with those around them, these will have the chance to find friends all around the world. Therefore, E-mail does not become a friend, but it becomes a way of talking with other people sharing the same condition.

By means of Internet phone software and by digital colour video camera connected to a PC, it is possible to realise a real videoconference, which allows information to be exchanged between deaf and hearing people with relative ease. This is possible through the use of sign language or, less efficiently, through lip reading. The advantage of using a PC in this case is the additional possibility to write messages by the keyboard, especially for words that may be misunderstood in complex phrases.

The importance of the collaboration between deaf and hearing people�	for the telematics projects

The above mentioned aids do not completely solve the daily problem of the deaf of exchanging information, but they are certainly steps in the right direction towards providing a remedy to the loss of information brought about by the handicap. The modern society does, however, continue to stand in the way of the deaf as they stride towards autonomy and being equal to other people. Indeed, there is a lack of services (in Italy at least), a serious deficiency that is also partly due to a responsibility of the deaf.

Where does the problem come from? Our mistake (due by reliability, lazing, convenience) is too much trust in the hearing society, which we reveal by relying on them for finding solutions to our problems. The result is that we often have instruments and services useful in theory but which don't help us in our real necessity.

However, it is also true that the civil society often considers the deaf as incapable. Deafness is often considered as a clinic case. This is wrong, since the deaf is motivated to be protagonist in the social and civil life, too. He wants to participate to every life situation, offering his culture, his capabilities and disposability to co-operate to the equalisation to other people. Therefore, a close and advantageous collaboration between deaf and hearing people can only lead to good effects, contribute to the solution of their needs and lead to a real social integration, that is, to the closing of the gap between the deaf and the hearing. 

Recently, these conditions have come to reality and have decidedly contributed to reach fundamental objectives of autonomy, particularly regarding some technological products. For instance, normal telephones with functions formerly useful only to hearing people, thank to the enterprise and the advice of a group of deaf people, have been transformed into instruments apt to communication between deaf and hearing people. Many other fundamental functions for the full autonomy of the deaf have been added, such as autonomous access to several services, such as the use of the Internet and E-mail, such as terminals enabling to talk with personal computers or text telephones. 

Therefore, no more telephone machines (like DTS), limiting the communication of the deaf to the deaf community alone, and considered segregating, but instruments to consent the confrontation equalised to the hearing also in the managing of telematics services. Also mobile telephone machines, once only useful to hearing people, are becoming useful instruments for communication between deaf and hearing people ... and many other news are coming!

At the source of these important results there are the enterprise of willing deaf persons, voluntaries most, and this is thanks to the new consciousness of the society toward the capabilities of the deaf in proposing solutions for a true social integration and for reaching an equal-opportunities status.

Once, hearing people did everything with often poor results for the deaf. Again, thanks to the work and the enterprise of voluntaries, DTS have been installed in some Telecoms offices, in main public offices, in railway stations and in airports. We are just at the beginning, but it is important to underline how we arrived to overcome the distrust of the society against machines useful for them, since most people still do not know their fundamental function of communication for the persons with hearing problems.

The subtitles of the international TV network 

Television subtitles have always constituted matter of a deepening study for the Association I represent, since they are a fundamental instrument of visual communication for the deaf. TV could seem easy to use for the deaf, due to his strong component of vision, but the deaf may just look at it, missing all the information regarding the speech. In fact, TV is at this moment a strong barrier to the communication for the deaf (in Italy there are about 5 millions of people in this situation).

It has to be known that rarely prosthesis can fill up the hearing deficit (unless maybe for a light hearing loss), therefore it is necessary to use at maximum the other sensor resources that we have, first the eyesight. It is necessary to transform sound messages into visual messages, either Teletext subtitling or a window in the monitor, where the interpreter translates speech into sign language.

Without telling more about interpreter function already described before, I would underline the importance of TV subtitles. RAI, the Italian national broadcasting company, has been the first television broadcaster in Italy to start (in 1985) a subtitling service studied for the deaf. A new age began for the deaf, with this service.

Indeed, before the creation of this service, the deaf had a passive participation, I could say a silent resignation, in front of a telecast, understanding just few situations or even nothing at all. So, they preferred action movies, easy to understand, avoiding comedies and other kind of movies with long dialogues. The situation has overturned after years of use of the subtitles: today the deaf follow every kind of film, even kinds that were previously disliked, since now, of course, they are subtitled.

TV subtitling, therefore, is an efficacious means for allowing the deaf to follow and participate actively and without efforts to telecasts, and at the same time it takes on a double importance: a social and a civil one. A social importance because it facilitates the learning and the developing of children lexical baggage and constitutes for adults a good opportunity for a cultural growth. A civil importance, because it allows the deaf to follow the telecasts in the same way as the hearing clients do.

The television transmissions’ subtitling Italian experience

It is very important to underline that, since the subtitling started, the deaf are used to it, and they could not do otherwise. This means that attention of the deaf is exclusively toward subtitled telecasts, even if they are interested to other telecasts and other televisions, which they can not follow.

However, in Italy (but we think this happens in other country, too) the telecasts and the hours of the subtitled transmissions that public television dedicates to the deaf are not sufficient: too great is difference between the number of subtitled telecasts and the entire number of telecasts. Indeed, on a total of 500 hours of programming each week, the deaf can follow only 60 hours. Therefore, nearly one single tenth of the public TV telecasts is subtitled: a little number, and too limited if compared to the ones accessible to hearing people.

Nevertheless, the situation of the Italian deaf people as regards TV is this: at a certain time of the day a deaf person seats in front of television, digits the page 777 of Teletext and, almost always, finds programs without subtitles. All throughout the day there are telecasts which interest him/her, but most of this are precluded to him/her because not subtitled. This situation underlines the great difference of condition that the Italian public television gives to the Italian deaf, who pay the annual RAI-subscription like the hearing clients.

For several years - and I repeat y-e-a-r-s - public and private televisions have never come to meet the right claims of the deaf, who requires, as stated in the equal-opportunities principle, every TV program to be subtitled. I know this is not the right site to denounce the discrimination, which is brought to the deaf by the television broadcasters, but we ask the representatives of Italian television not to ignore the problem and to begin collaboration with us. At the same time, we ask the representatives of the televisions of other countries, which have more experience in this field, to plead our cause in discussing with their Italian colleagues.

	CECOEV, ALFA and other Italian Associations’ activities

CECOEV (Centro Comunicare è Vivere = Communication is Life centre) is an Association grouping the hearing and the hearing impaired which has as its objective the promotion, through studies and projects, of a series of initiatives aimed at making someone who is hearing impaired a person with the same rights as a hearing person, in all the fields which involve everyday communication in society. CECOEV takes care of studying projects to ensure that communication, in a social and civil context, is facilitated through the use of technological aids and human services, with the aim of offering the same opportunities to the hearing and the deaf.

Particular effort has been reserved to the Television Subtitling Project, which is aimed at proposing qualitative and quantitative improvements to the subtitling of television broadcasts on the countries national television stations as well as certain private ones. For this reason CECOEV often prepares, since 1994, in collaboration with other similar Associations such as ALFA, proposals for such improvements, and was successful when, in January 1996, the regular subtitling of two of the mornings news broadcasts finally started taking place.

ALFA (Associazione Lombarda Famiglie Audiolesi = Regional Association for the Families of the Hearing Impaired) is a no-profit, voluntary Association. Founded in 1985, it unites families of the hearing impaired primarily from Milan and its Province, as well as a few families from the rest of Italy, which have one or more deaf children. One of the Association’s main objectives is to ensure that the hearing impaired has equal opportunities in society. Its goal is therefore that of informing and updating the families of the hearing impaired with regards to solutions to the problems concerning such a disability as well as encouraging them to participate in new activities. It promotes inquiries, researches, groups, conferences, and meetings with other similar Associations, as well as with experts and researchers in the field, both in Italy and abroad, to help come up with solutions to the problems encountered.

ALFA stands up for the right of the hearing impaired children to study in public schools, ensuring that the children are being integrated correctly into the scholastic environment and that the required technical and instrumental support has been provided. Similarly it ensures that a hearing impaired person is given equal opportunities as a hearing person when seeking employment, and that his/her employers are aware of the special needs of such an employee and deal with them in a proper way. ALFA also helps when legislative problems arise concerning certain problems with regard to the integration of a hearing impaired person in a school, workplace or society in general and, when possible, it participates in proposing amendments to projects of new laws.

CECOEV is the promoter of an initiative maybe unique (at least in Italy) in its kind: it has developed a document about the quality of TV subtitles of RAI and moreover, together with other Associations of the deaf of the Lombardia region, has prepared a Common Document and sent it to the most important Italian politic authorities, RAI representatives, best seller newspapers, show-business protagonists. The Common Document contains the request of an integral subtitling for every television transmission, so that finally all Italian deaf people will be able to receive any kind of information and to participate fully to life. You can read it visiting our Internet web site (it is written in Italian, we hope to translate it in other languages as soon as possible!)

CECOEV is becoming a point of reference for all the complaints of the deaf. Indeed we receive fax of requests and suggestions for the subtitling of great interest telecasts. We are transmitting these requests to RAI and Mediaset, a private Italian television broadcaster, but they are still without an answer. We are fighting with the main private television representatives too, for the obtaining of subtitles. They should soon understand that, by subtitling their programs, they could increase their audience and so their profits! However the deaf clients are waiting for most programs to be subtitled. What can we do to give a start to change this static situation?

The application of Voice to text recognition to the television: from a tool of commercial use to a tool socially useful for the equal opportunities

In order to increase the very limited help we receive from television broadcasters, CECOEV, together with other Associations of the deaf, is participating to the VOICE Project, called by EC. After having followed its experimental evolution, we are convinced that the VOICE Project is at this moment the only project that can solve in a relatively cheap and fast way the problem of information for the deaf on television and other means of communication.

JRC-ISIS’s Exploratory Research VOICE Project

CECOEV and ALFA have participated to the Exploratory Research VOICE Project of the Institute for Systems, Informatics and Safety of the European Commission Joint Research Centre (JRC-ISIS) on the theme: Study on researching and developing help for the deaf in communication and vocal recognition. The Project deals with software and hardware systems applied on personal computers, which recognise the voice of the speaker in real time (written words appear on the monitor during the speaking). The Project analyses also the communication problems encountered by disabled people and the information technology aids for overcoming them.

Both CECOEV and ALFA considered the VOICE Project particularly interesting. They collaborated to the definition of the need requirements of the users, the test of the instruments and of the services, which will be made available in the field of communication between the deaf and the hearing. CECOEV has been more directly in charge of the users’ needs related to conferences and television transmissions’ subtitling, while ALFA has been more keen on the development of subtitling for school lessons, educational multimedia and telephone communication. Also ENS (Ente Nazionale Sordomuti = National Association for the Deaf and Dumb, of Milan) has collaborated to some of these activities.

The opportunity of participating to the VOICE Project was of particular importance for us. JRC-ISIS, by starting the VOICE Project, shows that the European Union’s policy is more and more aware of the importance of the Associations of the deaf, and of their voluntary service for the development of socially helpful instruments.

By asking the users in the Associations of the deaf to lay out the requirements of voice to text recognition systems for the subtitling of conversations, conferences and television transmissions, JRC-ISIS confirmed our feeling that some of the communication problems could be solved.

The collaboration between JRC-ISIS and the Associations of the deaf has demonstrated that the voice to text recognition system, which is at present only considered as a commercial instrument, can be transformed into a helpful instrument for the deaf: that's our success, too! Particularly, the importance of voice to text recognition systems in transforming vocal information into written information (subtitles) it has been demonstrated. This may find practical applications in many daily life situations, from television to telephone, from school training to conference and debates,...etc.

The VOICE Project - Telematics Programme’s Support Action 

The VOICE Project proposes the promotion of new technologies in the field of voice to text recognition, but also intends to stimulate and increase the use of new, widely diffused technologies (such as the Internet) with a particular emphasis on the problems that may be encountered by the deaf. For a general overview of the Project, please refer to an other paper (The VOICE Project – Part 1 – Giving a Voice to the deaf by developing awareness of Voice to text recognition capabilities) presented to ICCHP-98 Conference by Giuliano Pirelli, the co-ordinator of the Project. For the technical aspects of the demonstrator, please refer to a second paper (The VOICE Project – Part 2 – Hardware configuration and software developments), presented to ICCHP-98 Conference by Angelo Paglino of the FBL software house, Partner of the Project.

The VOICE Project will be based on the co-operation of the Associations of the disabled, the research centres and the producers of voice to text recognition systems, with the aim of identifying the user needs and of translating them into technical specifications. Meetings will make use of a voice to text recognition prototype demonstrator, developed under this Project, in order to convert spoken words into a text on the screen.

One of the objectives of the Project is the setting up of a cluster of demonstrator applications related to the voice to text recognition, intended for any user and particularly for the deaf, on the basis of a multimedia laboratory prototype. The system could be of use for subtitling direct speaking to the deaf, school lessons, local conferences, television transmissions or transmissions across the Internet, telephone conversations. In all of the demonstrator’s functions, a great advantage is that all the generated text can also be saved and filed for future reference or use, like for printing reports of conferences and minutes of meetings. This aspect, foreseen for the deaf, is of particular interest also for the hearing persons.

The first application site of the demonstrator (English version) was JRC-ISIS’s laboratory, which ALFA and CECOEV visited for the initial discussions and tests. After this the demonstrator (Italian version) has been installed at ALFA and CECOEV in Milan and tested in normal working situations. Consequently it (German version) has been transferred to IHSB Institute for the deaf in Linz, in order to be sure that the user needs and the testing results, which are being collected in Italy, will then receive a second validation, with regards to slightly different needs (language, culture).

All the phases of the Project see the active participation of the Associations of the deaf. The total number of members of CECOEV, ALFA and IHSB exceeds one thousand. Some of them participate directly in the Project, while others are informed of the Project and have the opportunity to use the demonstrator when attending the Association’s meetings. They will be encouraged to give their comments and suggestions at all times. Other European Associations of the deaf and of the elderly have already been contacted and will participate in the User Groups and in the VOICE Forum, or attend the meetings and conferences.

The information gathered during such discussions will be disseminated through the Internet, along with other information useful to the deaf, in the form of a VOICE Forum. This will act as an intermediate and reference point for the deaf, as well as the elderly, in the field of applications of new technologies relating to communication problems.

VOICE Forum

A second objective of the VOICE Project is the creation of a VOICE Forum on the Internet. The aim of this part of the Project is to overcome the communication problems among the various Associations of the deaf by uniting them so as to generate specifications for the previously mentioned systems. Throughout this activity demonstrations on the usefulness of the Internet as a means of communication will hopefully show to the hearing impaired that this is a very appropriate means of contacting others and gathering information.

At present JRC hosts the sites of ALFA, CECOEV and ENS. Each site contains information about the Association including: Statutes, contact numbers and addresses, meetings, etc. ALFA’s web site also contains electronic copies of a selection of its tri-monthly newspaper. CECOEV’s web site contains the research carried out about timetable and accuracy of the subtitling of one of RAI’s channels. ENS’s web site contains a list of their archive of subtitled videocassettes. The exploitation site of the VOICE Forum is JRC-ISIS, while the information are provided by all the Partners and also by other organisations, which are showing considerable interest in the exchanging of information.

As with most web sites there is also a Links page. This allows people interested in this field to visit sites that are, in one way or another, related to our work. The pages we point to are usually those we found useful or are sites of people doing research in similar fields as ours, occasionally of institutions or companies with whom we hope to establish future collaborations. This page is divided into: Associations, Research centres, Universities and Firms. The objective of such a page is also to encourage those sites to which we have included a pointer, to include a pointer to our pages on their site, thus increasing the possible ways in which people can happen to stumble across our site. 

The current site provides a very strong foundation on which the creating awareness side of the VOICE Project can be built, both for publicising the research carried out and for attracting companies, Associations and institutes to collaborate for the future.

The VOICE Forum might become the intermediary between the needs of the users and of the producers. The objective is to unite Associations, companies, universities, schools, public administrations and anyone else who may be interested in the subject and who could benefit from such research. Everybody is looking for Positive Actions, which might be of specific use to them and an important reference for others. The idea is therefore that of a catalyst, a small aid that produces large effect in developing systems which will have an important impact. During the course of the Project certain results will be of immediate use for the Associations and Organisations involved in such research. 

The meetings and the workshops may be considered as an important complement to the activities of the previous two points and as an opportunity of performing tests and validation of the prototype demonstrator in real operating conditions. The main areas of the user needs that the Project shall address are the lack of communication and the investigation into possible uses for voice to text recognition. Previous experience shows that the users view meetings and workshops as very interesting and helpful. The organisation of such encounters will be yet another area that will tackle the lack of information and co-ordination.

By offering an international dimension to these meetings a much broader range of opportunities will be provided. Most of the foreseen meetings will not only concern the technical aspects, but will also try to bring the manufacturers and the producers closer to the users’ needs. The aim is to show to producers of voice to text recognition systems, television broadcasters, Telecommunications firms, etc. the importance and the possibilities of this field.

VOICE Special Interest User Group

The linguistic aspect of the software packages has been considered by choosing software packages already available in several European languages. Most of the new information technology packages are produced in English: they will be tested in English by the developers of the demonstrator during the technical tests and in Italian and German by the users, as to cover different important aspects of linguistic approaches. The acquired know-how will be made available for applications in the other languages.

Since most of the activities will be in English, the participation of some English Associations will be rather easy at a later stage. Some contacts have already been established with the University of York and NDCS in this field. Also some French speaking Associations of the deaf have been contacted both in Paris and in Brussels. More particularly, French ANPEDA and Belgian APEDAF and TELECONTAC showed interest in following the Project. 

As complement to the VOICE Forum, a VOICE Special Interest User Group will be created. This Group will have its first meeting during the ICCHP-98 Conference in Vienna. The Austrian Computer Society could therefore be one of the partners promoting the project’s idea, with other organisations inside the IFIP (International Federation on Information Processing). The VOICE Special Interest User Group will provide the Project with a larger audience and will also participate to the peer review of the deliverables for which this is appropriate, so as to ensure that the Project deliverables are of high quality, state-of-the-art, and to meet user requirements in this field. The results will be disseminated throughout the VOICE Forum on the Internet.

A European dimension is particularly important in dealing with specific aspects, like investigating on possible new services for deaf people or people with communication problems (communication, hub service, emergency, assistance and health services). Specific points may be considered in voice driven home control and in the subtitling of video-telephones conversation, both for improving the systems and avoiding that new systems are of no use for the deaf. The European dimension will also help in analysing the difficulties in speech and the slight differences between special and normal needs in information technology applications, for the deaf and also for the blind and the elderly. The Project might also enlarge the area of study of communication aspects, starting from the specific needs of the deaf and considering those of the elderly and the disadvantaged.

The VOICE Special Interest User Group may be an important opportunity to discuss the subtitling of television transmissions. As we have underlined, this is the most widely used application and a very powerful aid for deaf people, particularly for the learning and training of language amongst deaf children. Until now the subtitled text is usually prepared before the transmission. The idea that voice to text recognition systems could be of use for the television broadcaster in generating automatic subtitles of live transmissions and of the news is of the utmost importance. The Group may help in discussing this aspect at a European level, interacting with the national and private television broadcasters. An exchange of information will be also useful on the present different ways of producing subtitles and on the number of hours of subtitled transmissions in each country.

�

The VOICE Poster

This section describes the poster submitted to and presented at the ICCHP ’98. The poster was mounted and explained to interested persons wihtin the exhibition area of the ICCHP conference. In the following you can find the submission to ICCHP:
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Background:

Deaf and hard of hearing people suffer from the lack of access to verbal communication. Help in reducing the gap between the deaf and the hearing world should be enforced. Automatic recognition of speech has to be considered as a powerful tool for closing this gap. Although voice to text recognition packages are already available and used for different purposes the community of the deaf and hard of hearing hesitates to use this new technology. This situation derives more or less from the lack of

information about this technology

knowledge about users needs

studies of how and where to apply (feasibility studies)



Targets:

The VOICE Project intends to

promote new technologies in the field of voice to text recognition (workshops, meetings, demonstration in practice)

develope a demonstrator prototype

set up test-applications (conversation, telephone, conferences, schools, TV)

stimulate and increase the dissemination of information on the Internet

act as an intermediary between the highly fragmented framwork of associations, companies, universities, schools, public administration, ....

specify and translate the users needs into technical specifications
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Workshop VOICE - Giving a VOICE to the deaf, by developing awareness of voice to text recognition capabilities



Introduction

On Thursday, 3rd of September 1998, a workshop was held within the Austrian days of the ICCHP. The workshop has been announced on a press conference and also the information that this workshop would be held had been disseminated to all Austrian schools and special education teachers. These efforts resulted in the high number of 65 participants.



The workshop intended to

promote the new technologies in the field of voice to text recognition

define additional user requirements

demonstrate test-applications (conversation, telephone, conferences, schools, TV)

stimulate and increase the dissemination of information on voice recognition

act as an intermediary between the highly fragmented framework of associations, companies, universities, schools, public administration, ....



CONTENTS OF WORKSHOP:

The contents of the workshop consisted of two parts:

demonstration of the voice to text recognition system

discussion and definition of user needs

In the first part, a prototype of the voice recognition system was demonstrated. The target of the demonstration was to offer an overview impression of the capabilities and the imperfections of the voice to text recognition system.

Based on the demonstration done in the first part, in the second part of the workshop the audience was invited to discuss the usability of the system. 



Workshop Programme

Part 1 - presentation

Welcome (Johann E. Marckhgott, Institut für Hör- und Sehbildung, Linz)

Introduction (Giuliano Pirelli, JRC-ISIS, Ispra)

Technical aspects of the  prototype (Gerold Wagner on behalf of Angelo Paglino, FBL, Mailand)

The communication needs of the deaf (Gernot Kerschbaumer on behalf of Alessandro Mezzanotte, CECOEV, Milan)

Presentation of the prototype (Gerold Wagner, University of Linz)



Part 2 - discussion

Introduction (Klaus Miesenberger)

Prepared statements

General discussion



Welcome

Mr Marckhgott welcomes the workshop participants. He shortly presents the background of the project and gives an overview of the activities of the Institut für Hör- und Sehbildung.



Introduction

Mr Pirelli introduces the Joint Research Center in Ispra, Northern Italy. The Joint Research Centre is the European Commission's own research centre. It was created to share, on a European level, the large investments needed to carry out research on nuclear energy. Throughout the years its tasks have developed into other areas in which a common approach on European level is necessary. JRC provides neutral and independent advice in support of the formulation and implementation of the European Union’s policies. In addition, it offers unique training services to individuals and companies and organizes workshops for scientific and technical workers in advanced sectors of science.



Main objectives of the Project are:

to investigate into voice to text recognition for automatic subtitling of conferences, school lessons, television transmissions and telephone conversations;

to spread the use of general purpose voice to text recognition systems and to improve the prototypes developed until now, defining new added value products; to demonstrate the prototypes to relevant organisations;

to use a VOICE Forum on the Internet as a Project tool; to improve the accessibility to the Internet by people with special needs and to use this means for collecting and spreading information on technical aid for the deaf;

to play a technical and social role as a reference point for the deaf and the elderly, in the field of the applications of the new information and communication technologies related to the voice.



Technical Aspects of the prototype

One of the objectives of the VOICE Project is the development of a demonstrator necessary in generating awareness and stimulating discussion regarding the possible applications of voice to text recognition. The Project proposes not only the promotion of new technologies in the field of voice to text recognition, but also to stimulate and increase the use of new, upcoming technologies (such as the Internet) with a particular emphasis on the problems that may be encountered by the deaf.

Within the last few years, voice recognition software has improved considerably, while the prices have fallen to a small fraction of the original amount. The hardware which is necessary to run voice recognition software can be regarded as standard: PC Pentium 200 MMX, 64 MB RAM, Creative SoundBlaster, Matrox Millenium Video and Rainbow Runner video card. The voice prototype software consists of a voice recognition package like Dragon Systems NaturallySpeaking or IBM ViaVoice and Video software which is provided  with the Matrox Video card. A video camera takes the image of a speaker, while simultaneously the voice recognition software converts the spoken text into written text. The output of these two standard software packages is combined by the newly developed VOICE prototype software and displayed on the screen in the form of a subtitled image.

The hardware and software costs of this prototype are comparatively low in a range between 1500 and 2500 ECU.



The communication needs of the deaf (Alessandro Mezzanotte / Gernot Kerschbaumer)

The difficulties of the deaf go beyond the loss of hearing itself and underline a more general problem of lack of communication. The auditory handicap creates a barrier to the autonomy of the deaf, who has to base most of his communication on visual tools as channels of information. He is looking for help from the informatics to his needs, as using telematics systems for communication (Internet, E-mail, Internet phone software) and more particularly for television subtitling. The statements underline the importance of the collaboration between deaf and hearing people for the telematics projects and how the VOICE Project may help the users. Voice to text recognition systems, developed just as tools of commercial use, may become a socially useful tool, helping in reaching equal opportunities for the deaf, by its application to the television for providing subtitles of the international TV network.



Presentation of the system

Gerold Wagner presents the demonstrator prototype. For the presentation a prepared text is read and subtitled live.



Discussion

After the introduction by Klaus Miesenberger, invited speakers present their opinion on the system:



Hannes Märk, ORF (Austrian broadcasting corporation)

On the one hand the demonstration has been impressive. On the other hand, there still remain open questions: There are still too many errors in the automatically produced subtitles. However, if the system worked reliably, this would be an opportunity for the production of more subtitles at the same costs. In spite of this, in the beginning the introduction of the new systems would mean additional efforts and costs.



Erich Pammer (special education centre, Freistadt):

The centre for special education in Freistadt has got experiences with the use of computers for special education in the following six areas:

computer in therapy

computer as prothetic decvices

computer for basic training for intensively handicapped people

basic education in information technology

computer as devices in diagnostics

data highway

The advances in the area of speech recognition are encouraging. Speech recognition not only makes sense for hearing impaired, but also for spastic students.



Walter Rainwald (Odilieninstitut, Graz)

Walter Rainwald is a special education teacher at the Odilieninstitut Graz. He talks about his experiences with speech synthesis. It is obvious to him that the monotony of today’s speech synthesis results in the fact that use of speech synthesis for the speech output of larger documents is very fatiguing. As a result pupils don’t like to use speech synthesis at all. Of course speech recognition can be helpful for hearing impaired persons, but maybe in conjunction with the improvements of voice recognition also speech synthesis can be further improved.



Klaus Miesenberger (University of Linz)

Blind computer users most of the time use a keyboard for input and a braille display for the output of the data. Both devices are used with the fingers, which means that users have to move between the braille display and the keyboard each time they switch between reading and writing. Maybe the use of speech recognition software would allow to dictate the input and at the same time (with a slight delay) to read the entered items on the braille display.



Klaus Ortner (Institut für Hör- und Sehbildung, Linz)

People who cannot read sign language could also be supported tremendously by such a subtitling system, be it in conferences or at school. The use of voice recognition in combination with the telephone, may it be used privately, in education or on the job, would offer a great help to close the gap between hearing impaired and normally hearing persons. This would be very important because current telephone systems for hearing impaired persons only work when adaptive devices are used on both sides of the line. The new system would be used by the hearing impaired user only, while the hearing partner uses his normal telephone as usual.



Hans Domes (Österreichisches Statistisches Zentralamt)

In his job Mr Domes often faces the situation that in a meeting a sign language interpreter is not available. In this case he is not able to follow the discussion. If the demonstrated system could be used in this context, it would help a lot, although he would of course prefer to have a sign language interpreter at hand in every meeting.



Wolfgang Zagler (Technical University of Vienna)

Some years ago Mr Zagler had a vision that in some 15 years hearing impaired persons would be supported by some special glasses which provide subtitles of the text spoken by his communication partner. Today it has come clear to him that a part of this vision will come true in the near future.



Anton Neuber (IBM Austria)

He gives an overview of the technical issues of speech recognition software, starting with the incoming audio signal and ending with the written text on the screen. He also mentions the wide range of applications of speech recognition systems. Normally these systems work reliably when the spoken texts are of a certain context, e.g. at a lawyer, but not changing the context to often.

His personal experiences with voice recognition software are encouraging: A spastic person who could hardly be understood by humans, could train the system and afterwards the voice recognition worked reliably. He also knows a person who has written his thesis by use of voice recognition.

�User Group Meeting

The user group meeting was held in the afternoon of the 3rd of September. Some 25 participants took part in this discussion of experts. 



Minutes

The meeting starts with the demonstration of two videos by Giuliano Pirelli, demonstrating the use of voice recognition at school and for TV subtitling.



Gerold Wagner introduces the goals of this user group meeting:

setting up a group of interested people from several different areas (e.g. associations for the deaf, TV, software companies)

define requirements of hearing impaired people in the context of voice recognition software

define requests addressed to software companies, broadcasting companies and authorities

inform about planned activities within the VOICE project

finding test situations for the VOICE prototype



Peter Tobisch (ORF; Austrian boradcasting corporation) points out that a distinction between heard of hearing and deaf persons is not common practice at broadcasting companies. One has to mention that only a restricted budget is available for television subtitling. With the current funds it is simply not possible to offer more subtitling than today.



Gernot Kerschbaumer (student) expresses his wishes for a precise and not simplified subtitling. For him it would be important to display the original text, not simplified or shortened versions.



The ongoing disussion shows that different kinds of hearing impairments require different services. The discussion about the necessary quality of subtitling varies widely. On the one hand precise subtitling is demanded, on the other hand people state that precise subtitling is too complex. Also the question whether it would be useful to produce subtitles automatically (which of course contain some errors) in the case that no budget for manual subtitling is available, cannot be clarified. Some people say it is better to provide subtitles with errors than providing no subtitles at all, others state that non-perfect subtitles are useless.



Peter Tobisch, ORF makes the suggestion that organisations for the deaf should put some pressure on the authorities for a legal liability for broadcasting companies which forces them to provide a certain percentage of subtitled coradcasts. This would lead to the situation that also the private broadcasters would be forced to offer such services and also that enough funds would be available for subtitling.



Another result of the discussion ist that the providers of voice recognition software should be motivated to increase the usability of voice recognition software in combination with telephones.



�Conclusions

The presentations within the framework of the 15th IFIP World Computer Congress were a full success. The general goal of the project, namely to develop awareness of voice to text recognition capabilities and their usability for hearing impaired persons, could be reached to a larger extent than this could have been foreseen. A very encouraging figure of this awareness is the high number of participants to the workshop (65).

But also within the International Conference on Computers Helping People within Special Needs, which was the section of the ifip’98 world computer congress in which the VOICE activities were held, the VOICE activities took a large share: In total some 50 full scientific papers where presented, but only 4 of them dealing with hearing impairments, two of them in context of the VOICE project. This means that the VOICE project represented 50% of the contributions dealing with hearing impairments.

Within this conference three posters dealing with hearing impairments have been exhibited, one of them the VOICE poster, which means that also in the context of poster presentations the share of the VOICE project was a third.

The most interactive activities, namely the workshop and the user group meeting, showed a very high interest of the participants in the field of voice recognition and its usability for hearing impaired persons.

Overall, the experiences gathered in the activities of the ICCHP’98 were very encouraging and have built a good basis for further activities.


